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Introduction
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1.1 Background

Multi-task Learning (MTL) is a learning paradigm in machine learning that aims to
leverage applicable information in multiple related tasks to help improve the
generalization performance of all the tasks.

Transformer is a novel encoder-decoder architecture that based on attention-
mechanism for transforming one sequence into another without the use of recurrent
networks.
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1.2 Problems

LSTM, a variant of RNN that can not be trained in parallel due to sequential

processing behavior of recurrent networks.

This results in higher demand of resources to train and longer computation

times than attention-based models.
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1.3 Objectives

❖ Extend the exisiting cascade multi-task system based on LSTM

architecture with a sophisitcated architecture, Transformer.

❖ Study the behavior of cascaded multi-task learning on different NLP

problems :

➢ Morpho-Syntactic Tagging

➢ Machine Translation

➢ Constituent Syntactic Analysis
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Related Work
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2.1 Multi-Task Sequence Prediction System

Cascaded One-to-Many setting 
[Elisa et al. 2020]
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Datasets & Methods
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3.1.1 TIGER

TIGER was annotated with rich morpho-syntactic information including PoS
tags, gender, numbers, cases, conjugation information for verbs and other
inflection information.

3.1 Datasets
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German sentence : Ehemaliger Angestellter in Untersuchungshaft
POS : ADJA NN APPR NN
Morpho : ADJA.Pos.Nom.Sg.Masc NN.Nom.Sg.Masc APPR NN.Dat.Sg.Fem

Ex:



3.1.2 WMT14 Europarl v7

3.1 Datasets
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En -> Cz -> Fr -> De
En ->Cz -> De -> Fr
En -> Fr -> De -> Cz

Ex:



WSJ Base

WSJ BPE 16000

WSJ BPE 32000

3.1.3 WSJ

3.1 Datasets

[Marco and Loïc, 2019]
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Sentence : We 're about to see if advertising works .

POS : PRP VBP IN TO VB IN NN VBZ .

Chunk : ( We ) ( 're ) ( about ) ( to ) ( see ) ( if ) ( advertising works ) ( . )

Tree : ( TOP ( S ( NP ( PRP We ) ) ( VP ( VBP 're ) ( VP ( IN about ) ( S ( VP ( TO to )
( VP ( VB see ) ( SBAR ( IN if ) ( S ( NP ( NN advertising ) ) ( VP ( VBZ works ) ) ) ) )
) ) ) ) ( . . ) ) )

3.1.3 WSJ

3.1 Datasets
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Ex:



3.2.1 Extending Transformer to Multi-task System 

3.2 Methods

14



Results
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4.1 Training

The default hyperparameters use for experiment [Elissa et al, 2020] :

• Learning rate = 0.005

• Dropout = 0.5

• Clipnorm = 5.0

• Weight decay = 0.0001

• Batch size = 5

• Model size = 256

• Attention heads = 4

• Encoder and Decoder layers = 4

• Optimizer = Adam
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4.2 Post-processing

4.2.1 WMT14 
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4.2 Post-processing

4.2.2 WSJ
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4.3 Results
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4.3.1 TIGER

Losses of LSTM VS Transformer

Accuracy(%) on POS and Morpho
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4.3 Results

4.3.2 WMT14

BLEU scores on single task
translation :
➢ English -> Czech
➢ English -> German

BLEU scores on multi-task
translations (2 Tasks) :
➢ English -> Czech -> German
➢ English -> German -> Czech
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4.3 Results

4.3.2 WMT14

BLEU scores on Multi-task
Translation (3 Tasks)

Losses on Multi-task Translation (3 Tasks)



Losses on two tasks model

Losses on three tasks model

4.3.3.1 Training Losses and Validation Losses
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4.3 Results

4.3.3 WSJ



Accuracy(%) for two tasksmodel

Accuracy(%) for three tasksmodel
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4.3.3.2 Evaluation Using Multi-task System

4.3 Results

4.3.3 WSJ



Two tasks model

Three tasks model
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4.3.3.3 Evaluation on Parse Tree Using Evalb

4.3 Results

4.3.3 WSJ

Evalb is a bracket scoring program. It reports precision, recall, F-measure, non
crossing and tagging accuracy for given data (parse tree).



Conclusion 
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5.1 Conclusion

The proposed Transformer architecture unexpectedly produced low results on the

TIGER corpus. We conclude that problem is more related to hyperparameters

optimal choice not the implementation, and that is not a trivial problem as long as

the Transformer encoder and LSTM decoder hybrid is kept.

The experiments on multi-task translation using cascading multi-task system

based on LSTM architecture proved that jointly learn to translate multiple

languages does not perform better than the single task counterpart.

The same conclusion also applied to the constituent parse tree, based on the

outcomes of the two tasks and three tasks models. We believe that the chunks are

actually not improving the results of PoS tags and parse trees.
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